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1. COMPUTER SCIECE AND INFORMATION
PROPERTIES

INTRODUCTION

Lecture Outline

1.1. Computer science and main definitions.

1.2. Information measurement.

1.3. Analog information versus digital information.
1.4. Information processes in nature: codes.

1.5. Information properties.

The word information has been used to signify knowledge and as-
pects of cognition such as meaning, instruction, communication, repre-
sentation, signs, symbols, etc. The Oxford English Dictionary defines
information as “the action of informing; formation or molding of the
mind or character, training, instruction, teaching; communication of
instructive knowledge”.

The most outstanding achievements of the twentieth century were
the invention of computers and a new understanding of the concept of
information itself. Furthermore, modern science is unraveling the na-
ture of information in numerous areas such as communication theory,
biology, neuroscience, cognitive science, education and others.

1.1. Computer Science and main Definitions

The computer science is the area of human activity connected with
processes of information transformation by means of computers and
their interaction with the field of application.

The information is data on objects and phenomena, their parame-
ters, properties and conditions which reduce the degree of uncertainty,
incompleteness of our knowledge about them. Concepts connected with
the concept of information are: the signal, the message and the data.

The signal represents any process bearing the information.

The message is the information presented in the certain form and
intended for transfer.

Data is the information presented in the formalized kind and in-
tended for processing by its means, for example, computation.
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Information became a prominent word and notion in the article
published in 1948 by Claude Shannon. However, the word information
did not figure in the title, which was “The mathematical theory of
communication”, even though
it became known as the Shan-
non Information Theory. The
crux of this information theo-
ry, originally developed to
deal with the efficiency of
information transmission in
electronic channels, is the
definition of an information
quantity that can be measured.
Such analysis of information
is concerned with the discov-
ery of the elementary particles
or units of information. The
price to pay for the ability to objectively measure such a quantity is that
it does not deal at all with the subjective aspects of information, namely
semantics and pragmatics. Indeed, information is defined as a quantity
that depends on symbol manipulation alone.

Since information content depends on the language used, Shannon
needed to compute information content on the most economical symbol
system available, which he proved to be the binary system. Since the
binary system of encoding messages using only two symbols, typically
“0” and “1”, is the most economical, to measure information content,
Shannon's theory demands encoding every message using the binary
system, and then counting alternative choices in this system. The most
elementary choice one can make is between two items: “0' and “1”,
“heads” or “tails”, “true” or “false”, etc. Shannon defined the bit as
such an elementary choice, or unit of information content, on which all
selection operations are built. Bit is short for binary digit and is equiva-
lent to the choice between two equally likely choices.

1.2. Information Measurement
Bit is the information quantity necessary for unequivocal defini-
tion of one of the two equiprobable events.
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If bit is a minimum unit of information, byte is its basic unit. The
group of 8 bits of the information is called byre.

1 Kb = 1024 bytes = 2'° bytes.

1 Mb = 1024 Kb = 2% bytes.

1 Gbytes = 1024 Mb = 2% bytes.

1 Tbytes = 1024 Gbytes = 2* bytes. And so on.

The information quantity is the numerical characteristic of a signal
reflecting those degrees of uncertainty (incompleteness of knowledge),
which disappear after the message reception in the form of the given
signal. This measurement of information uncertainty is called entropy,
and the method of information quantity measurement is called statisti-
cal. If as a result of the message reception, full clearness in any ques-
tion is reached, one can say that the full or exhaustive information has
been received and there is no need for the reception of additional in-
formation. And, on the contrary, if after the message reception the un-
certainty remains unchanged, it means the information has not been
received (zero information).

The discursion shows, that the concepts of the information, uncer-
tainty and choice possibility are closely connected. So, any uncertainty
assumes choice possibility, and any information, reducing uncertainty,
also reduces choice possibility. In case of the full information, there is
no choice. The partial information reduces the number of choice vari-
ants, thereby reducing uncertainty.

Equiprobable events. Any system is characterized by the condi-
tions, which appear as a result of certain events. We will consider equi-
probable events or conditions, for example heads or tails losing when
flipping a coin.

Hartley’s Formula defines the information quantity / (in bits) for a
number of possible equiprobable events N as follows:

I=1log,N. (1)

To determine possible events number if the information quantity is
known, apply the inverse formula:

N=2" )

Events that are not equiprobable. 1f as a result of the event, there
are different probabilities, the events are not equiprobable. For exam-
ple, if one of the coin sides is heavier, it will fall with this side down
more often.
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